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Abstract of the contribution: This paper proposes a solution for KI#2 and use cases 4 and 5.
Discussion

The following key issue has been agreed:

[bookmark: _Toc157534614][bookmark: _Toc157747889]5.2.2	Key Issue #2: 5GC Support for Vertical Federated Learning
This key issue aims to provide solutions for enabling 5GC support for vertical federated learning (VFL) involving NWDAF and/or AF, where no raw data need to be exchanged but some level of coordination is still required when training and inference are performed on local models. In particular, datasets used for each local model need to share the same samples while holding different features.
In Rel-18, ML model sharing between NWDAFs has been studied as a part of Horizontal Federated Learning. However, Federated learning between NWDAF and AF has not been studied (e.g. when the NWDAFs and/or AFs are in different domains, locations, regions etc).
Vertical Federated Learning (VFL) can be considered as an alternative mechanism for distributed functionalities of an ML model. Note that, as scoped in Rel-19, NWDAF and/or AF may be involved for VFL.
This Key Issue aims to study architecture enhancement to support VFL, which allows the cooperative AI/ML training and inference with the following aspects:
-	Identify VFL use cases and under which conditions, and for which entities these VFL use cases show that VFL is justified to train ML models.
-	Whether and how to support architecture enhancement for supporting VFL for model training and/or inference. In particular:
-	Whether and how the existing NF discovery and selection needs to be enhanced.
-	Whether and how ML Model training and/or inference related procedures need to be enhanced to support VFL.
-	Whether and how to do performance monitoring for the ML model trained via VFL.
-	Whether and how to provide ML Models to the participants in the VFL training process.
-	How to support sample and feature alignment among the participating network entities when performing VFL.
NOTE 1: 	Application layer-based VFL requiring communication between AFs and/or UEs application client, is out of scope.
NOTE 2:	During the study on this KI, consultation with SA WG3 is required for handling security aspects.
NOTE 3:	RAN and UE aspects are out of scope.
NOTE 4:	The existing procedures defined for Horizontal FL in TS 23.288 [5] will be taken into account when studying the procedure for VFL.


The agreed use case 4 relates to VFL between NWDAF, and the agreed use case 5 relates to VFL involving with NWDAF and AF.

In vertical federated learning, each VFL participant trains an own model during the model training.
The models that were trained together need to be used together also in the inference phase to derive analytics and statistics.
According to the existing NWDAF architecture, an MTLF is used to train a model and an AnLF is used to infer analytics based on the trained model. The model can be stored in an ADRF. This solution details how it can be accomplished that coordinated models are stored and retrieved for the inference.
In vertical federated learning, the same samples (e.g. input data related to the same UEs) need to be handled by all clients. The clients handle input data for different features. This solution details how the availability of UEs that are to be used as samples can be checked.

Proposal
Incorporate the following solution for KI#4, in TR23.700-84.
      * * * 1st Change * * * 
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Table 6.0-1: Mapping of Solutions to Key Issues and Use Cases
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* * * 2nd Change (All New Text) * * * 
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This solution addresses key issue 2 and use cases 4 and 5.
It assumes that vertical federated learning is controlled by an NWDAF acting as server (or active participant). Clients (or passive participants) can either be other NWDAFs or AFs. No separate Controller is assumed.
This solution uses the existing internal NWDAF architecture involving an MTLF to train models and AnLF to do inference based on trained models. The solution also considers that the models can be stored at the ADRF.
When starting a vertical federated learning (VFL) model training session, an MTLF acting as VFL training server discovers and selects MTLF and/or AFs acting as VFL training clients for specific features.
The discovery is using the NRF, where MTLFs register their capabilities to act as VFL training server or VFL training client, along with related Analytics IDs. VFL training clients also register their supported features.
It is assumed that features and related intermediate results to be exchanged between training clients and training servers will not be standardized, and Feature IDs thus include a Vendor ID plus an identifier assigned by the vendor.
If the training involves UE related data as samples, the VFL training server selects UEs which are registered and reachable as sample and monitors whether the UEs remain reachable during the training. For AFs acting as VFL training clients, the VFL training server sends a request to each AF to check whether the AF can reach the UEs.
The MTLF acting as VFL training server then assigns a VFL session identifier and sends a request to start the training to the selected VFL clients (MTLFs or AFs). The request indicates the Analytics ID, the Feature ID, the desired sample (e.g. list of UEs), and the VFL session ID. The MTLF acting as VFL training server trains a model able to combine information related to several features. Each VFL training client trains a model relating to a special feature. Those models are trained together over several cycles. After each cycle, each VFL training client provides so-called “gradients” as intermediate results to the server that the server uses to update its model, and the server also provides intermediate results to each client that the clients use to update their feature-related models.
After the training completes, both the MTLF acting as training server and the MTLFs acting as training clients store their trained models at the ADRF along with the related Analytics ID, Feature ID (for clients) or an indicator that the model is for an VFL server and VFL session ID.
The inference of analytics or predictions related to VFL-trained models is performed by an AnLF acting as inference server and inference clients (either AnLFs or AFs) for specific features. The models that have been trained together need to be used together for the inference.
When an AnLF receives a request or subscription for analytics or predictions for a particular Analytics ID, it discovers an MTLF for that analytics ID and requests a related model from that MTLF. For VFL, the MTLF acting as VFL training server is contacted. The MTLF acting as VFL training server indicates that a model relates to VFL, and provides the VFL session ID and Feature IDs used to train the model. The AnLF acting as VFL inference server discovers VFL inference clients for the indicated features using the NRF, sends a request or subscription for inference output related to each feature to each VFL inference clients, and provides Analytics ID, Feature ID and VFL session ID within. AnLFs acting as inference clients discover MTLFs acting as training clients for the same analytics ID and feature ID using the NRF and request models from them for the Analytics ID, Feature ID and VFL session ID.
The VFL inference clients retrieve input data and calculate output data related to the corresponding feature and analytics ID using the retrieved model for that feature and provide the output data to the VLF inference server. The AnLF acting as VFL inference server calculates analytics or predictions using the retrieved model and the received feature-related output data.
[bookmark: _Toc160781924]6.X.2	Procedures
6.X.2.1	VFL model training and inference involving MTLF, AnLF, ADRF and AF


Figure 6.X.2.1-1: VFL model training and inference involving MTLF, AnLF, ADRF and AF
1. The AnLF acting as VFL inference server registers its capability to act as VFL inference server in the NRF together with Analytics IDs it supports and a vendor ID.
2. The AnLF acting as VFL inference client registers its capability to act as VFL inference client in the NRF together with Analytics ID(s) and related Feature ID(s) it supports.
3. The MTLF acting as VFL training client registers its capability to act as VFL training client in the NRF together with Analytics ID(s) and related Feature ID(s) it supports.
4. Based on configured information, an NEF registers on behalf of an AF the capability of the AF to act as VFL client in the NRF together with Analytics IDs and related Feature ID(s) the AF supports.
5. The MTLF acting as VFL training server receives or observes a trigger to start a VFL model training for an Analytics ID.
6. The MTLF acting as VFL training server selects the required features for the model training based on implementation.
7. For each feature, the MTLF acting as VFL training server sends a discovery request to the NRF for an MTLF acting as VFL training client or for an AF acting as VFL client and provides the Analytics ID and Feature ID.
8. For each feature, the NRF provides profiles of candidate NFs matching the discovery request and the MTLF acting as VFL training server selects one such NF.
9. The MTLF acting as VFL training server may perform sample alignment with the VFL training clients. If UEs are used as samples, the procedure in Figure 6.X.2.2-1 applies.
10. The MTLF acting as VFL training server assigns a unique VFL session ID.
11. The MTLF acting as VFL training server sends a request to start the VFL training to the VFL training client for each feature and provides the Analytics ID, Feature ID, and VFL session ID. 
12. The MTLF acting as VFL training server and the VFL training clients perform VFL model training. The VFL training server trains a model which is able to combine information related to several features. Each VFL training client trains a model relating to a special feature. Those models are trained together over several cycles. After each cycle, each VFL training client provides so-called “gradients” as intermediate results to the VFL training server that the server uses to update its model, and the server also provides intermediate results to each VFL training client that the clients use to update their feature-related models.
13. The VFL training server stores the model it trained in the ADRF together with the Analytics ID, VFL session ID, and Feature IDs of all features used to train the model and an indication that the model is for an VFL server.
14. Each VFL training client stores the model it trained in the ADRF together with the Analytics ID, VFL session ID and the Feature ID of the feature the model relates to and an indication that the model is for an VFL client.
15. An AnLF acting as VFL inference server receives a request or subscription for analytics or statistics for an Analytics ID.
16. The AnLF acting as VFL inference server queries the NRF for an VFL training server for the Analytics ID and its own vendor ID.
17. The NRF provides profiles of candidate NFs matching the discovery request and the AnLF acting as VFL inference server selects one such NF.
18. The AnLF acting as VFL inference server requests a model from the selected MTLF acting as VFL training server providing the Analytics ID.
19. The MTLF acting as VFL training server may retrieve the requested model from the ADRF. The ADRF provides together with the model the VFL session identifier and the Feature IDs of all features used to train the model.
20. The MTLF acting as VFL training server provides information related to the requested model it trained (either the model or information how to retrieve it). The VFL training server also provides the VFL session ID and the Feature IDs of all features used to train the model.
21. If the MTLF acting as VFL training server provided information how to retrieve the model, the AnLF acting as VFL inference server retrieves the model.
22. For each Feature, the AnLF acting as VFL inference server queries the NRF for an AnLF acting as VFL inference client or an AF acting as VFL client for the Analytics ID and related Feature ID.
23. For each Feature, the NRF provides profiles of candidate NFs matching the discovery request and the AnLF acting as VFL inference server selects one such NF.
24. For each selected AnLF acting as VFL inference client, the AnLF acting as VFL inference server sends a VFL inference request or subscription and provides the Analytics ID, VFL session ID and Feature ID within the request.
25. Each AnLF acting as VFL inference client queries the NRF for an MTLF acting as VFL training client for the Analytics ID and Feature ID. 
26. Towards each AnLF acting as VFL inference client, the NRF provides profiles of candidate NFs matching the discovery request and the AnLF acting as VFL inference client selects one such NF.
27. Each AnLF acting as VFL inference client requests the model from the selected MTLF acting as VFL training client providing the Analytics ID, Feature ID and VFL session identifier. 
28. Each MTLF acting as VFL training client may retrieve the requested model from the ADRF, providing the Analytics ID, Feature ID and VFL session identifier. 
29. Each MTLF acting as VFL training client provides information related to the requested model it trained (either the model or information how to retrieve it).
30. If the MTLF acting as VFL training client provided information how to retrieve the model, the AnLF acting as VFL inference client retrieves the model.
31. Each AnLF acting as VFL inference client retrieves input data and calculates output data related to the corresponding feature and Analytics ID using the retrieved model for that feature.
32. Each AnLF acting as VFL inference client provides the output data to the AnLF acting as VFL inference server.
33. For each AF acting as VFL client selected in step 23, the AnLF acting as VFL inference server sends a VFL inference request or subscription and provides the Analytics ID, VFL session ID and Feature ID within the request.
34. Each AF acting as VFL client selects the applicable model for the inference based on the Analytics ID, VFL session ID and Feature ID, retrieves input data, and calculates output data using the selected model.
35. Each AF acting as VFL client provide the output data to the AnLF acting as VFL inference server.
36. The AnLF acting as VFL inference server calculates analytics or predictions using the retrieved model and the received feature-related output data.
6.X.2.2	VFL sample alignment for UE samples


Figure 6.X.2.2-1: VFL sample alignment for UE samples
1. Before starting a vertical federated learning, the MTLF acting as VFL training server determines an initial list of target UEs to be used as sample for vertical federated learning.
For each candidate UE, steps 2 to 11 are performed
2. The MTLF acting as VFL training server inquiries at the UDM whether an AMF is assigned to the UE.
3. The UDM returns the assigned AMF ID (if any).
4. If no AMF is assigned to a UE, the MTLF acting as VFL training server removes this UE from the list of target UEs.
5. The MTLF acting as VFL training server inquiries at the UDM whether an there is suitable user consent for the UE
6. The UDM returns the user consent.
7. If there is no suitable user consent for a UE, the MTLF acting as VFL training server removes this UE from the list of target UEs.
8.-9.	The MTLF discovers the AMF address using the NRF.
10.-11.	The MTLF inquiries the UE location from the AMF.
12. If the UE is located outside the desired target area, the MTLF acting as VFL training server removes this UE from the list of target UEs.
For each AF acting as VFL training client, steps 13 to 15 are performed
13. The MTLF acting as VFL training server sends a request to the AF to check the availability of target UEs and provides the list of target UEs.
14. The AF checks for each target UE whether it can retrieve related input data and otherwise removes the UE from the list of target UEs.
15. The AF replies with a possibly reduced list of target UEs.
16. The MTLF acting as VFL training server computes the intersection of the possibly reduced list of target UEs provided by the AFs and uses the resulting intersection list as target UEs to be used as sample for the VFL model training.
[bookmark: _Toc160781925]6.X.3	Impacts on services, entities and interfaces
MTLF
-	Act as server or client for VFL model training
-	Register VFL related capabilities at NRF
-	As VFL model training server, select features and related VFL model training clients, and request clients to train VFL model for a feature
-	As VFL model training server, for UEs as sample, determine reachable UEs to be used as sample.
-	As VFL model training client, train VFL model for a feature
-	Store trained model in ADRF
-	As VFL model training client, provide trained model for a feature to AnLF acting as VFL inference client
-	As VFL model training server, provide trained model to AnLF acting as VFL inference server
AnLF
-	Act as server or client for VFL inference
-	Register VFL related capabilities at NRF
-	As VFL inference server, query trained model and features from MTLF acting as VFL model training server, select and related VFL inference clients, and request clients to perform inference for a feature, and combine output data for different features using trained model to compute analytics.
-	As VFL inference client, query trained model for a feature from MTLF acting as VFL model training client, collect input data and derive output data for a feature using the trained model.
AF
-	Act as client for VFL model training and inference
-	Train VFL model for a feature
-	Collect input data and derive output data for a feature using the trained model.
-	Check availability of input data related to UEs used as sample
NEF
-	Based on configuration, register VFL related capabilities of AF at NRF
NRF
-	Updates to profiles to address new NWDAF capabilities as VFL training server, VFL training client, VFL inference server, and VFL inference client and AF as VFL client
ADRF
-	Store Feature ID or indication that model is for VFL server, and VFL session ID along with model.


*** END of changes ***
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